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Abstract 

Transformation techniques can be useful for improving the efficiency of the estimators. 
New ratio estimators for population mean using both the transformed auxiliary variable and the 

transformed study variable in double sampling have been proposed.  To see how the proposed 
estimators perform, a simulation study had been conducted in which a percent relative 

efficiency was used to compare the proposed estimators with some existing estimators. The 

results showed that the proposed estimators were more efficient than the existing estimators. 

 
Keywords: ratio estimator, auxiliary variable, mean square error, double sampling 

 
Introduction 

Using the benefit of known auxiliary variable, related to the study variable can possibly 

decrease the bias and also increase the efficiency of the estimators. Ratio estimator is one of a 
well-known estimators that use the information on an auxiliary variable X that related to the 

study variable Y in order to estimate the population mean of the variable of interest.  Cochran 
(1977) proposed to use an auxiliary variable, related to the variable of interest to improve the 

population mean estimator in simple random sampling. The classical ratio estimator is given as 
below. 

R
y

Ŷ X
x

  ,     (1) 

where y   and  x  are the sample means of the study variable Y and an auxiliary variable X  

respectively. X  is the population mean of an auxiliary variable X. The mean square error of the 
ratio estimator is given as follows. 

R y x x y
fˆMSE(Y ) Y (C C C C ),

n

 
    
 

2 2 21
2  

where xC and yC are the coefficient of variation of X and Y respectively.  is the correlation 

between X and Y and a sampling fraction f n / N  where  N is the population size and n is the 

sample size from simple random sampling without replacement.  

 

Research Article 



The Journal of Applied Science                                                                                     Vol. 17 No. 2: Y-Z [2018] 
วารสารวทิยาศาสตรป์ระยกุต ์          doi: 10.14416/j.appsci.2018.09.001 

 - 2 - 

 

Many authors have used the ratio estimator to estimate population mean with the use 
of known population values of auxiliary variables [see, e.g., Sisodia & Dwivedi (1981) , Singh & 

Upadhyaya (1986), Kadilar  & Cingi (2004), Nangsue (2009), Yan & Tian (2010), Subramani &  
Kumarapandiyan (2012) and Soponviwatkul & Lawson (2017)].   Moreover, some authors have 

applied the transformation method to the auxiliary variable with the purpose of producing a 
more efficient population mean estimation. 

Srivenkataramana (1980) proposed to transform an auxiliary variable xi to increase the 

performance of the population mean estimator. The variable xi is transformed to  

   *
i ix NX nx / N n , i , ,...,     1  2  N  and a corresponding sample mean of 

*
ix  is 

   *x NX nx N n ( )X x,      / 1   where  n / N n .    By replacing 
*x into 

(1),  Srivenkataramana (1980) ratio estimator is shown as follows. 

RS *

y
Ŷ X

x
       (2) 

The mean square error of this estimator is given as follows. 

RS y x x y
fˆMSE(Y ) Y (C ( )C ( ) C C )

n

 
        
 

2 2 2 21
1 2 1  

Later many authors have also improved the efficiency of population mean estimation 
using the population mean estimator on a study variable by using this variable transformation      

(see e.g., Tailor & Sharma, 2009; Onyeka et al., 2013).  However, most authors only 

transformed the auxiliary variable X.  Later, Adewara et al. (2012) proposed to transform both 
an auxiliary variable X and a study variable Y to increase the efficiency in estimating the 

population mean of the variable of interest. They proposed to use a transformed sample of 

auxiliary variable 
*x and study variable 

*y  in the classical ratio estimator. The transformed 

sample mean of the auxiliary and the study variables are    *x NX nx / N n    

( )X x  1  and    *y NY ny / N n ( )Y y      1  respectively. The ratio 

estimator after using transformed variable 
*x and 

*y of Adewara et al. (2012) is defined as 

follows. 

 

*

RA *

y
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where xC and  is the population coeifficient of variation and correlation coefficient of an 

auxilary variable respectively.   

However, increasing the efficiency of the ratio estimator by using the transformed  
study variable which is the function of its population mean is in doubt by some authors (see 

e.g., Onyeka et al., 2013) because if the population mean of the study variable is known then 

there is no need to estimate its value.  Therefore, it is not useful in practice to apply Adewara 
et al. (2012) estimator to estimate the population mean of the study variable that is already 

known. 

Neyman (1938) proposed a technique called double sampling which is a very useful 

sampling technique in estimating these unknown parameters.  Let N be the number of units in 
a population U = U1,…,UN. A simple random sampling without replacement (SRSWOR) is used 

to collect a large sample of size n in the first phase sampling to collect the information from 

an auxiliary variable as it is less time consuming and less cost to obtain when compared to a 

full study variable. Then a smaller sample size n (n< n ) is selected from the second phase 

using SRSWOR to obtain the information on both the study variable and an auxiliary variable. 

Assume that  X  in (1) is unknown, the classical ratio estimator under double sampling is given 

by 

R.DS
y

Ŷ x
x

  ,     (6) 

where x is an unbiased estimator of population mean X  from the first phase sampling based 

on sample size n .  x  and y  are the sample mean of the auxiliary variable and the variable of 

interest that have been estimated from the second phase sampling respectively. 

The mean square error of this estimator is given as follows. 

R.DS R x y x
ˆ ˆMSE(Y ) MSE(Y ) ( C C C )

n n

 
     

 

21 1
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Later Lawson (2016) proposed new ratio estimators for population mean by adjusting 

Adewara et al. (2012) estimators in which unknown population means of both an auxiliary 
variable and the study variable are estimated. The transformed variables of the auxiliary and 

the study variables are given by  

* i
i

Nx n x
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A sample mean for 
*
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Assume that the population information of the auxiliary variable and the study variable 
are unknown. Lawson (2016)’s estimators are defined as below. 

RT *

y
Ŷ x ,

x
x

       (7) 
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where x is an unbiased estimator of population mean X  from the first phase sampling based 

on sample size n .  x  and y  are the sample mean of the auxiliary variable and the variable of 

interest from the second phase sampling respectively. 
*x and  

*y  are the transformed sample 

mean of the auxiliary variable and the variable of interest respectively that have been estimated 
from the second phase of sampling. 

In this paper, we aim to propose new ratio estimators for population mean using 

transformation technique following Lawson (2016) and Adewara et al. (2012) using both the 
auxiliary variable and the study variable in double sampling.  The proposed estimators will be 

compared with the classical ratio estimator using a percentage of relative efficiency (PRE) in 
double sampling.  

The proposed ratio estimators are presented in Section 2. The efficiency comparison of 

the proposed estimators and the existing ratio estimators using simulation study are given in 
Section 3. The conclusions are given in Section 4.   

 
Methods 

We propose to adjust Adewara et al. (2012)’s estimator following Lawson (2016)’s 

estimator by using the transformation technique to transform for both the auxiliary variable and 
the study variable in double sampling.  We have suggested to estimate the population mean 

and also the population values of the auxiliary variable such as coefficient of variation, 
correlation coefficient, the quartile functions, median, coefficient of skewness and coefficient of 

kurtosis based on sample from the first phase sampling. 

The proposed estimators RNŶ ,i ,..,
i

 1 10  are given as follows.         
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where cx  is the sample coefficient of variation, r is the sample correlation coefficient, 

r d aq ,q ,q ,q ,q1 3  are the sample values of the first and the third quartiles, the inter-quartile 

range, the semi-quartile range and the quartile average, m is median, 1  and 2  are 

coefficient of skewness and coefficient of kurtosis of an auxiliary variable X respectively. These 
values of an auxiliary variable have been estimated from the first phase sampling.   

Therefore, the general form for the proposed estimator RNŶ  is given as follows.       

   

*
RN *

x a
Ŷ y ,

x a

 
  

 
      (20) 

where a is real numbers or estimated value of parameters of an auxilary variable from the first 
phase sampling. 

 
Results and discussion 

The population size N=1,000 is generated to see the performance of the proposed 

estimators. A sample of n ( n = 50, 300) units is selected in the first phase sampling then a 

sample size n (n = 5, 10, 15 for n = 50 and n = 5, 15, 60 for n = 300) is selected from the 
second phase sampling with simple random sampling without replacement. The correlation 

between the variable of interest and an auxiliary variable are -0.2, -0.5, -0.7, 0.2, 0.5 and 0.7. 

The value of the variable of interest (X,Y) is generated from the bivariate normal distribution 
with mean equal to 20 and 10 respectively and the variance for both variables is equal to 1 and 

repeat  10,000  times.  A  percentage  of  relative  efficiency  has  been  used to compare the 
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performance of the proposed estimators with the classical ratio estimator under double 

sampling.  The results are presented in Tables 1 to 4. 

Table 1. Percent relative efficiency of the proposed estimators over the classical ratio estimator 
under double sampling for N =1000, n  = 50 with a negative relationship between X and Y 
 

 
Estimator 

=-0.2 =-0.5 =-0.7 

n=5 n=10 n=15 n=5 n=10 n=15 n=5 n=10 n=15 

DRY  100 100 100 100 100 100 100 100 100 

RTY
x

 140 137 132 174 174 170 198 201 201 

RTY
y

 427 323 241 569 450 340 685 566 434 

RTY
xy

 1219 522 278 1411 581 299 1533 617 312 

RNŶ 1
 1219 522 278 1411 582 300 1533 617 312 

RNŶ 2
 1218 522 278 1407 579 297 1527 612 309 

RNŶ 3
 1252 549 300 1470 627 335 1612 677 357 

RNŶ 4
 1252 549 301 1472 629 337 1614 679 358 

RNŶ 5
 1224 526 281 1419 588 304 1544 625 318 

RNŶ 6
 1222 524 280 1415 585 302 1539 621 315 

RNŶ 7
 1252 549 301 1471 628 336 1613 678 358 

RNŶ 8
 1252 549 301 1471 628 336 1613 678 358 

RNŶ 9  1219 522 278 1410 582 300 1533 617 312 

RNŶ 10
 1228 530 284 1426 593 308 1556 631 322 

 

 
Tables 1 and 3 show similar results, we can see clearly that the proposed estimators 

using a transformed variable for both X and Y variables performed a lot better than the classical 

ratio estimator and Lawson (2016)’s estimators with a negative relationship between X and Y.  

The proposed estimator using transformed variables for X, Y and q3 ( RNŶ 4
) performed the best. 

All other proposed estimators gave similar PRE except the proposed estimator using a 

transformed variable for X, Y and xr (
RNŶ 2 ) gave slightly less PRE when compared to 

RTŶ
xy

.  

The proposed estimators performed well, especially for a small sampling fraction.  
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Table 2. Percent relative efficiency of the proposed estimators over the classical ratio estimator 
under double sampling for N =1000, n  = 50 with a positive relationship between X and Y 
 

 
Estimator 

= 0.2 = 0.5 = 0.7 

n=5 n=10 n=15 n=5 n=10 n=15 n=5 n=10 n=15 

DRY  100 100 100 100 100 100 100 100 100 

RTY
x

 107 103 55 77 74 71 58 55 97 

RTY
y

 310 223 86 211 152 113 153 180 163 

RTY
xy

 1008 437 189 767 358 213 595 1514 243 

RNŶ 1
 1008 438 189 767 358 213 595 1514 243 

RNŶ 2
 1008 438 189 767 358 213 595 1513 243 

RNŶ 3
 1016 446 180 761 354 210 585 1499 251 

RNŶ 4
 1017 446 180 761 357 210 584 1498 251 

RNŶ 5
 1011 439 188 767 358 213 594 1513 244 

RNŶ 6
 1010 438 189 767 358 213 595 1513 244 

RNŶ 7
 1016 446 180 761 354 210 584 1498 251 

RNŶ 8
 1016 446 180 761 354 210 584 1498 251 

RNŶ 9  1009 437 190 767 358 213 595 1514 243 

RNŶ 10
 1011 441 188 767 358 213 593 1511 246 

 
 
 

Tables 2 and 4 show similar results but the results are different when compared to 

Tables 1 and 3. We can see that the proposed estimators using a transformed variable for X 

and Y variables and some sample of an auxiliary variable such as  aq ,q ,q1 3 and median 

performed better than the classical ratio and Lawson (2016)’s estimators when = 0.2.  When 

= 0.5 and 0.8, all new proposed estimators performed better than the classical ratio 

estimator and some of them gave the same PRE when compared to Lawson (2016)’s estimator 

using a transformed variable for both X and Y variables (
RTY

xy
).   The proposed estimators 

performed well, especially for a small sampling fraction and when there was a weak positive 

correlation between X and Y. 
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Table 3. Percent relative efficiency of the proposed estimators over the classical ratio estimator 
under double sampling for N =1000, n  = 300 with a negative relationship between X and Y 
 

 
Estimator 

=-0.2 =-0.5 =-0.7 

n=5 n=15 n=60 n=5 n=15 n=60 n=5 n=15 n=60 

DRY  100 100 100 100 100 100 100 100 100 

RTY
x

 144 141 143 176 173 181 197 196 210 

RTY
y

 529 541 369 661 691 530 756 800 682 

RTY
xy

 11463 3646 623 13820 4297 692 15404 4715 733 

RNŶ 1
 11463 3646 623 13820 4298 692 15406 4716 733 

RNŶ 2
 11461 3644 622 13811 4290 688 15389 4701 726 

RNŶ 3
 11537 3719 669 13960 4426 765 15599 4886 826 

RNŶ 4
 11539 3721 669 13964 4430 768 15605 4892 829 

RNŶ 5
 11474 3657 630 13840 4315 702 15432 4739 745 

RNŶ 6
 11469 3651 627 13830 4307 697 15419 4727 739 

RNŶ 7
 11538 3720 669 13962 4428 767 15602 4889 828 

RNŶ 8
 11538 3720 669 13962 4428 767 15602 4889 828 

RNŶ 9  11463 3646 624 13820 4297 692 15405 4715 732 

RNŶ 10
 11484 3666 636 13857 4330 710 15455 4758 755 

 
 

We can see clearly that the proposed estimators performed very well when the sample 

size n is small in Tables 1 to 4 when there is both a negative relationship and positive 

relationship between X and Y. As you can see the PREs decreased when the sample size n 
increased so the new transformation method can be used to increase the efficiency of the 

population mean estimator with a small sampling fraction which is a benefit to researchers in 
saving money. However, the new estimators seem to be less efficient when the sample size is 

larger. 
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Table 4. Percent relative efficiency of the proposed estimators over the classical ratio estimator 
under double sampling for N =1000, n  = 300 with a positive relationship between X and Y 
 

 
Estimator 

= 0.2 = 0.5 = 0.7 

n=5 n=15 n=60 n=5 n=15 n=60 n=5 n=15 n=60 

DRY  100 100 100 100 100 100 100 100 100 

RTY
x

 106 106 99 77 75 71 57 55 54 

RTY
y

 430 363 236 303 250 157 220 180 113 

RTY
xy

 9169 2708 526 6655 2003 433 4928 1514 361 

RNŶ 1
 9169 2708 526 6655 2003 433 4928 1514 361 

RNŶ 2
 9169 2709 527 6654 2003 433 4927 1513 360 

RNŶ 3
 9190 2729 539 6644 1997 426 4908 1499 344 

RNŶ 4
 9190 2729 539 6643 1997 426 4907 1498 344 

RNŶ 5
 9173 2712 529 6654 2003 433 4926 1513 359 

RNŶ 6
 9171 2710 527 6654 2003 433 4927 1513 360 

RNŶ 7
 9190 2729 539 6643 1997 426 4907 1498 344 

RNŶ 8
 9190 2729 539 6643 1997 426 4907 1498 344 

RNŶ 9  9170 2708 526 6655 2003 433 4928 1514 361 

RNŶ 10
 9177 2715 530 6654 2003 433 4924 1511 358 

 

Conclusion 

Transformation method has been used to improve the efficiency of the population 

mean estimator using ratio estimation under double sampling. In this paper, we proposed to 
adjust the transformed variable technique proposed by Adewara et al. (2012) following Lawson 

(2016)’s estimator by using the transformation technique to transform for both the auxiliary 
variable and the study variable in double sampling.  The proposed estimators using a 

transformed variable performed better than the classical ratio estimator and Lawson (2016)’s 
estimator under double sampling. We can see a huge improvement in the percentage of 

relative efficiency when using the transformed variables for a small sampling fraction. All 

proposed estimators performed well when the relationship between X and Y variable was 
negative and when there was a weak positive correlation between X and Y. Therefore, it is a 

very useful technique that can be used in practice to improve the precision of estimators by 
using both auxiliary and study variables and also some estimated values of the auxiliary 

variable when the population values are not known in a small sample. 
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